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Abstract. Message-Passing Neural Networks (MPNNs) are extensively
employed in graph learning tasks but suffer from limitations such as the
restricted scope of information exchange, by being confined to neighbor-
ing nodes during each round of message passing. Various strategies have
been proposed to address these limitations, including incorporating vir-
tual nodes to facilitate global information exchange. In this study, we
introduce the Hierarchical Support Graph (HSG), an extension of the
virtual node concept created through recursive coarsening of the original
graph. This approach provides a flexible framework for enhancing infor-
mation flow in graphs, independent of the specific MPNN layers utilized.
We present a theoretical analysis of HSGs, investigate their empirical
performance, and demonstrate that HSGs can surpass other methods
augmented with virtual nodes, achieving state-of-the-art results across
multiple datasetsﬂ
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1 Introduction

Graph Neural Networks (GNNs) have emerged as the leading method for learning
on graph-structured data, through their ability to capture complex relationships
between nodes. At the core of this field are Message-Passing Neural Networks
(MPNNs), which iteratively exchange information between neighboring nodes
through edges. Despite their success, MPNNs face significant limitations, primar-
ily due to their restricted receptive field. This constraint hinders the ability of
MPNNs to capture long-range dependencies effectively. To overcome the limited
receptive field of MPNNs several methods have been proposed. A common strat-
egy is to rewire the graph and enhance message-passing by creating additional
edges. Another prominent approach is adding a virtual node that connects to
all nodes in the graph, thus enabling global information exchange. This method
has shown promise in extending the capabilities of MPNNs without significantly
altering a graph’s underlying structure.

In parallel, Graph Transformers (GTs), have gained traction by bypassing
many of the inherent problems of MPNNs. GTs allow nodes to attend to all
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other nodes simultaneously, thereby eliminating the locality constraint of mes-
sage passing. As a result, GTs have demonstrated superior performance across
various benchmarks. However, due to their asymptotic complexity, the scala-
bility of GTs remains a challenge. GTs with full attention are computationally
expensive and often impractical for large-scale graphs. Scalable variants of GTs,
though more efficient, make other tradeoffs to stay performant.

We propose enhancing global information exchange in MPNNs and alleviat-
ing information bottlenecks by generalizing the concept of virtual nodes to gen-
eral support structures we call Hierarchical Support Graphs (HSGs). In contrast
to GTs, this approach only adds a small computational overhead and has the
potential to be scaled to much larger graphs. The HSG is constructed through
recursive coarsening of the original graph, providing a multi-level framework
that enhances information exchange while maintaining computational efficiency.
Our method integrates seamlessly with existing MPNN architectures, offering
a scalable solution that bridges the gap between local and global information
propagation. This study presents a comprehensive theoretical analysis of HSGs,
evaluates their empirical performance, and demonstrates their superiority over
existing virtual node-augmented methods. Our results show that HSGs achieve
state-of-the-art performance on several benchmark datasets, highlighting their
potential as a robust and scalable enhancement for graph learning tasks.

2 Related Work

Limitations of MPNNs. Multiple works have investigated the limitations of
standard MPNNs. [I] and [3I] show that MPNNs struggle to transmit informa-
tion through bottlenecks and along long paths. Further work has shown that
simple MPNN configurations are only as expressive as the 1-Weisfeiler-Leman
graph isomorphism test [33]. [23] prove that on sufficiently dense graphs, simple
GNNs with too many layers asymptotically lose their expressive power.

Augmented Message-Passing. Several techniques have been proposed that
augment the graph used for message-passing to improve information flow. Vir-
tual nodes (VNs), which connect to all nodes in a graph, are one of the most
notable approaches [24]. There have also been efforts to prove that VNs can
improve the expressiveness of GNNs [530]. Most recently, [27] show that VNs
can reach state-of-the-art performance on some datasets. Instead of only adding
edges to newly introduced nodes, one can add or remove edges. This is usu-
ally referred to as graph rewiring, and various edge selection methods exist,
ranging from curvature-based analysis [31I2] to dynamic rewiring [I4] and the
combination of rewiring with VNs [25]. Hierarchical structures have also been
used for domain-specific tasks [12]. In contrast to previous work, HSGs offer
general support structures that do not change node updates and only require
minimal pre- and post-processing adaptation. Furthermore, we do not need to
adapt the synchronous message-passing rounds, simplifying the architecture and
implementation.
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Graph Transformers. Transformers on graphs have recently gained traction,
as they outperform traditional MPNNs on many datasets. They further alle-
viate many shortcomings of MPNNs by allowing all nodes to attend to each
other simultaneously. [26] present GraphGPS, a scalable architecture that em-
ploys sparse graph attention and message passing to combine the advantages of
either architecture. [22] show that adding inductive biases to graph transformers
eliminates the need for message-passing modules. Several architectures, such as
GraphGPS [26] or Exphormer [28], only require sparse attention that scales lin-
early in the number of nodes and edges. Hierarchical approaches have also been
introduced for Graph Transformers [35].

Graph Coarsenings. Several works introduce coarsening and hierarchical clus-
tering for learning on graphs. [7] use graph clustering to identify well-connected
subgraphs on large graphs. They show that it suffices to load these well-connected
neighborhoods into memory rather than learning on the entire graph. [36/35]
show that one can use hierarchical clustering to improve the scalability of GTs
on large-scale graphs. Similarly, [16] create coarser representations of large-scale
graphs and train a GNN only on the coarser representation, yielding message-
passing with sublinear complexity. [34] recursively coarsen graphs using learned
node embeddings to generate graph classification predictions. [I3] use graph
coarsening to compute representations for graph drawing efficiently. Further
works also employ graph coarsening to improve learning on graphs [29/T0J3].

In contrast to previous works, we propose a generalizable and flexible approach
by integrating the HSG into the original graph. We further use hierarchical clus-
tering to improve long-range information exchange in MPNNs rather than to
decrease the asymptotic complexity of GTs as done in previous works [35I36121].

3 Preliminaries

3.1 MPNNs

In this section, we introduce standard MPNNs and MPNNs augmented with a
virtual node. We first state some elementary definitions.

Definition 1. Given an undirected graph G with node-set V(G) and edge-set
E(G), we define the following

1. Let Ng(v) := {u € V(G) | {u,v} € E(G)} be the neighborhood of a vertex
v e V(G).

2. The vector th) denotes the hidden representation of a node after message-
passing round t. hgo) 1s the initial node feature.

3. We denote AGG as an aggregation module that combines a multiset of vectors
wmto one.

4. We denote UPDATE as a function that combines two vectors into one.

When it is clear which graph is being referenced we shorten the notation to V
and E.
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Definition 2 (Message-Passing Layer). Given a graph G we define a message-
passing (MP) module as

m{D = aca({h | v e Na(v)}}), 1)
BED = UppATE(R(, m(E+D), (2)

where {{-}} denotes a multi-set.

An MPNN typically consists of an array of MP modules executed in series.
Additional task-specific pre- and post-processing is often done with multi-layer
perceptrons (MLP). A common MP module is the Graph Convolutional Network
(GCN), introduced by [18]. One can extend the definition of MP modules to take
edge features into account in the UPDATE step. A popular example of this is the
GatedGCN architecture [4]. In node property prediction tasks, one can directly
use a node’s hidden representation after an array of MP modules as input to an
MLP to generate a prediction. In graph property prediction tasks, a common
approach is to pool all nodes with a global pooling function to produce one
unified graph representation.

3.2 Graph Measures

We introduce several common graph measures that we will use to empirically
assess the impact of HSG augmentation on graph topology.

The notion of effective resistance on graphs is derived from electric circuit
analysis, where one considers all edges in a graph to be resistors. In this work,
we consider all edges to have a resistance of 1. Intuitively two nodes will have
low effective resistance if they are connected either through a few short paths or
a larger amount of longer paths.

The following theorem defines the graph resistance for two nodes. While it is
unknown who first proved it, a proof can be found in [19].

Theorem 1 (Effective Resistance). Given a graph G, let D € RIVIXIVI pe the
diagonal matriz containing the node degrees and A € RIVIXIVI be the adjacency
matriz. Then L = D — A defines the graph Laplacian. Furthermore, LT denotes
the Moore-Penrose pseudoinverse of L and e, the all zero vector with a 1 at
position x.
Given a graph G one can compute the effective resistance Ry, between a pair of
nodes a,b € V as

Ry = (es —ep) LT (e, —ep) . (3)

[19] also prove that the effective resistance is a distance measure and can
thus be used to measure how well two nodes are connected. It is thus intuitive
to use the effective resistance to model how well two nodes can communicate in

an MPNN.

The commute time in a random walk on a graph is defined as the expected
number of steps necessary to reach b from a and return.
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Definition 3 (Hitting Time). In a random walk (X¢)ten, on a graph G with
a,b € V(G) and Xy = a, the hitting time is the time required to reach b from a.

Ha, = inf{t € T | X, = b} . (4)

From the definition of the hitting time, one can define the commute time as
Cab = Hab + Hba-

Theorem 2 (Resistance and Commute Time [6]). In a graph G it holds
that for any node pair a,b €V

E[Cuw) =2 |E| - Rap (5)

It follows that the commute time scales proportionally to the effective resistance
and the number of edges. We consider this measure in addition to the effective
resistance, as we study the effect of the additional edges introduced by the HSG.

The connectivity of a node pair u,v € V is defined as the number of node
disjoint paths between w and v. This is equivalent to the minimum number of
nodes one must remove from the graph to disconnect u and v.

Definition 4 (Node Connectivity). Let #cc denote the number of connected
components of a graph, and G[X] the subgraph induced by X C V. We define
the graph node connectivity (GNC) as

GNC = min{|S| | #ce(GV\S]) > 1} . (6)

We further define the connectivity between two nodes u,v € V. (with u # v) as
Cyy = min{|S| | there exists no path between v and v in G[V\S]}, (7)
and the average node connectivity (ANC) as the average over all cy,.

ANC is a useful measure to model the ability two nodes have to exchange
information. In MPNNSs, each node on a path only has a limited capacity to
transmit information. We thus consider the number of node-disjoint paths be-
tween two nodes when assessing their ability to communicate.

4 Hierarchical Support Graphs

HSGs are created through recursive graph clustering. One takes the original
graph and creates k node clusters by, for example, minimizing the number of
intercluster edges. These clusters are then contracted to k£ super-nodes and mul-
tiple edges between clusters are contracted to single super-edges. We call this
graph a support graph, as it mimics the structure of the original graph at a
coarser level.
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Fig. 1. Visualization of the graph coarsening procedure. First, the input graph G is
recursively coarsened by clustering nodes in the same layer. Consequently, each node
corresponds to a super-node representing the cluster. Finally, the super-nodes and edges
are integrated as regular nodes into the graph.

We repeat this process recursively, creating a hierarchy of increasingly coarser
graphs in each layer. We denote edges within one support graph layer as hori-
zontal edges. As a final step, we connect all support hierarchies and the original
graph by letting each node connect to its direct super-node. We denote these
edges as vertical edges. We visualize the procedure in Figure

Definition 5 (Graph Coarsening). Let G be an input graph. A coarsening
algorithm with strength r € [0,1] computes a partitioning {K,...,K,} of the
node set V(G) with ¢ = r - n. From this, one can construct a new graph H
where each node v; € H represents a node partition K; in the original graph G.
Furthermore, one adds an edge {v;,v;} € E(H) if there exists at least one edge
between the nodes in K; and K; in G. We refer to this process as H = f,(G).

Definition 6 (HSG Augmentation). We apply a coarsening algorithm f, to
the input G, yielding the first support graph layer: HY) = f.(G). We repeat this
recursively Z — 1 more times, with H0+Y) = f.(H®). The new graph, which is
a combination of the original graph G and all support graph layers (H(i))ie[z] i
denoted as GH .

For convenience, we denote the set of all nodes as V := Uieiz) V(HO)UV(G).

1. We define ¢ : V = V as the map of any node v € V to their direct super-
node. The map is not defined for nodes in the highest layer v e H?).

2. We define the node-set and edge-set of the HSG-augmented graph G as

V(GT) =V, (8)
E(G") = | BHD)U{v,0()} |YveVIUEG) . (9)
i€[Z]
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This definition allows us to state some basic properties of HSG-augmented
graphs.

Theorem 3 (Appendix |A.1). Given a graph G with n nodes and m edges.
For any recursive coarsening method with a constant coarsening ratio r € [0, 1],

the total number of nodes in GH is —%. The diameter of GH is bounded by

1—r"
2 _loligT. Similarly, the number of edges is at most O(

mlogn)
—logr /"

Since the HSG is integrated into normal message-passing, each H®) should
preserve some properties of the original graph. For example, the node degree
should not explode compared to the original nodes. In the following, we briefly
examine this property and give bounds that coarsening methods should satisfy
to fulfill this constraint.

Definition 7 (Cumulative Coarsening). Let G be a graph of n vertices and
m edges. In the i-th coarsening step, we define r(i) as the node coarsening
strength. We further study c(i), which is the edge reduction factor.

We denote R(i) := [[;<;7(j) as the cumulative node reduction and C(i) :=
ngl- c(4) as the cumulative edge reduction compared to the original graph. Intu-
itwely, R(i)-n is the number of nodes in the i-th hierarchical layer, and C(i)-m
s the number of edges.

For many coarsening algorithms one can control r(¢), however ¢(i), the factor by
which the number of edges is reduced, commonly cannot be chosen.

Theorem 4 (Appendix |A.2). In a connected graph G with n vertices and m
edges, any coarsening method that preserves the average node degree of horizontal
and vertical edges mT'*'" must satisfy Vi < Z

i) =0(=), (10)
Ci) = ©(R()), (11)

For r(i) = ©(;%) the condition relazes to C(i) = O(R(i)).

This bound on C(i) restricts the types of coarsening that one can apply
to approximately preserve the original average node degree. We analyze this
restriction using a random coarsening on the Erdgs—Rényi Random Graph model
and prove that many Erdés—Rényi Graphs will, in expectation, preserve the
original node degree up to constant factors.

Theorem 5. Given an Erdds—Rényi Graph G(n,p), and a random coarsening
with equal cluster sizes (£1) and coarsening ratio r = O(;".). The node degree
for horizontal edges remains unchanged up to constant factors compared to the

previous layer’s degree for

p(n) =0(n?), (12)

where 8 € {3}U[1,00). For 3 € [0, 1) the horizontal node degree is asymptotically
smaller than the previous mode degree. The horizontal node degree diverges for
all other values of 5.
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From this, one can directly restrict the permissible region of p.

Theorem 6. An Erdés—Rényi Graph G(n,p) which, when coarsened with r =
@(#ﬂ), preserves the node degree of the previous layer up to constant factors
can be restricted to

p(n) =0(n""), (13)
with B € [0, 4] U [1, 00).

For p > W an Erdés—Rényi Graph will be connected with high probability
[9]. In practice, Theorem |§| covers the edge density of many relevant graphs.

4.1 Integrating HSGs into GNNNs

We generate HSGs using the METIS partitioning algorithm [I7]. In each hier-
archical support layer, the algorithm attempts to minimize the number of inter-
cluster edges while creating similar sized node clusters. After generating the
HSG layers, we introduce the created nodes and edges as regular edges into the
message-passing framework, thereby eliminating the need for any changes to MP
modules. As a result, compared to several previous works that compute a sepa-
rate update step for the virtual node [27J305], our approach requires no custom
layers or updates specific to the HSG. This also allows us to minimize the changes
one has to make to an existing MPNN pipeline. In a pre-processing step we com-
pute the coarsening and augment the input graph as a pre-transformation. Using
imputation, one can compute features for the virtual nodes and edges a priori
(see Section . Finally, using simple node and edge indicators, one can com-
pletely recover the original topology and add specific embeddings to nodes and
edges.

Adapted Graph Pooling. We further make use of the highest HSG layer to
adapt the kind of graph pooling we apply on graph-level tasks. We reduce the
global pooling introduced in Section to only operate over the highest layer
of HSG nodes H?), which then serves as input to the MLP prediction head.

5 Experiments

We evaluate our approach on PascalVOC-SP, COCO-SP, Peptides-func, and
Peptides-struct from the Long Range Graph Benchmark (LRGB) [8] and on
ogbg-molpcba from the Open Graph Benchmark (OGB) [15]. PascalVOC-SP and
COCO-SP are vision datasets where each node represents a contracted area, or
superpixel, from the original image. Peptides-func, -struct, and ogbg-molpcba are
molecule datasets. Details on the model configurations are given in Appendix[C}
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5.1 How HSGs Change Graph Topology

In this Section, we investigate the effect of HSG augmentation on real-world
graphs. Due to its high computational cost, we restrict our analysis to 100 ran-
dom graphs from Peptides-func. We compare several graph measures for un-
modified graphs, graphs augmented with a virtual node, and graphs augmented
with an HSG. We give average node properties such as pair-wise distances and
ANC for the original node pairs and ignore virtual nodes or HSG nodes.

Table 1. Graph statistics for a random subset of 100 graphs from Peptides-func. e
represents the contraction into a single virtual node. For example, the configuration
(0.25, ) denotes a coarsening method where one contracts to 25% of the original graph
and then contracts the new layer to one supernode.

. . Av Av . Av,

Augmentation Coarsening nodis edggs Diameter shortestgpath E[Ra.b»] E[Cup] GNC ANC
original - 151.12 153.93 57.13 20.90 20.24 7740.86 1.00 1.02
virtual node (o) 152.12 305.05 2.00 1.98 0.90 550.03 2.00 2.02
METIS (0.25,e) 189.81 380.22 4.00 3.81 1.44 1111.70 2.00 2.28
(0.5,8) 207.99 417.92 4.00 3.84 1.40 1181.68 2.00 2.37

Random (0.25,8) 189.31 474.88  4.00 3.50 0.96 914.67 2.00 2.60
(0.5,8) 217.59 516.39 4.00 3.70 1.01 1050.26 2.00 2.60

Table [I] shows both the effective resistance and the expected commute time
between all original input nodes. We observe a drastic reduction for both mea-
sures in the VN and HSG-augmented graphs compared to the original graphs. We
further observe that the additional hierarchical layer slightly increases both mea-
sures compared to the VN-graphs. This gap is slightly larger for commute times,
as HSG-augmented graphs introduce more edges than a single VN. Furthermore,
there is a significant increase in ANC compared to the virtual node, both for
METIS and random coarsenings. It should be noted that ANC takes into account
that nodes have a limited capacity for transmitting information, which might be
of interest for certain tasks. Finally, one can observe that random coarsenings
exhibit lower commute time, effective resistance, and higher ANC compared to
METIS coarsenings, likely because Peptides-func contains sparse graphs, and
introducing a small number of random edges and nodes can aid connectivity.

5.2 Evaluation on Benchmark Datasets

Table [2] shows the empirical results on all tested datasets. On LRGB, we give
the values of SAN and GPS as reported in [27]. The values of SAN on ogbg-
molpcba are reported from [20]. We report the performance of DRew as given
in [I4] and of GRIT as reported in [22]. The performance of GatedGCN-VN
and GCN-VN is given as reported in [27]. Finally, we use the baselines of GCN
and GatedGCN as reported in [27]. We note that DRew and SAN are evaluated
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without the improved feature normalization introduced by [32]. We give the
mean and standard deviation over 7 runs on ogbg-molpcba and over 4 runs over
the LRGB datasets. Further details can be found in Appendix [C]

Table 2. Test performance on four benchmarks from LRGB [8] and ogbg-molpcba [I5].
The runs mark the first, second, and third highest performing models.

PascalVOC-SP COCO-SP Peptides-func Peptides-struct ogbg-molpcba

Model F1 Score 1 F1 Score 1 AP 1 MAE | AP 1
GCN 20.78 £0.31 13.38+0.07 68.60 +0.50 24.60 + 0.07 24.83 4 0.37
GatedGCN [27)  38.80+0.40 29.22 4 0.18 67.654 0.47 24.77 +0.09 30.66 4 0.13
SAN [20127] 32.30 £ 0.39 25.924+ 1.58 64.39+£0.75 25.45+0.12  27.65 & 0.42
GPS [26127] 44.40 + 0.65 38.84+ 0.55 65.35+0.41 25.09+0.14 29.07 +0.28
GRIT [22] - - 69.88 +0.82 24.60 & 0.12 -
DRew [I4] 33.14 + 0.24 - 71.50 +0.44 25.36 4+ 0.15 -
S?GCN [11] - - 73.11 +0.66 24.47 + 0.32 -
GatedGCN-VN 44.7 +1.37 32444 0.25 68.23+0.69 24.75+0.18 31.41+0.19
GCN-VN [27] 29.5+0.58 20.72+0.43 67.3240.66 25.05 4 0.22 -
GatedGCN-HSG 46.04 + 0.59 35.35 +0.32 68.66 £0.38 24.21 +0.07 31.29 + 0.20
GCN-HSG 27.36 +0.49 18.8940.42 68.914+0.29 24.794+0.07 26.89 & 0.25

Table [2 shows state-of-the-art performance on PascalVOC-SP and Peptides-
struct. Furthermore, using GatedGCN, we outperform the virtual node im-
plementations of [27]. We further highlight that our approach outperforms or
matches GT approaches on Pascal VOC-SP, Peptides-func, Peptides-struct, and
ogbg-molpcba. On COCO-SP, GatedGCN-HSG shows significantly higher pre-
dictive performance than previous MPNN-based approaches and reduces the
gap to GraphGPS. The graph-level tasks Peptides-struct and ogbg-molpcba are
trained using the adapted graph pooling introduced in Section Furthermore,
these two datasets are only augmented with the smallest possible HSG, a single
virtual node. This configuration probably works best because the average graph
size in ogbg-molpcba is 26 [I5]. We further note that the two vision datasets
PascalVOC-SP and COCO-SP outperform previous virtual node implementa-
tions using GatedGCN, but fail to match the corresponding implementation us-
ing the GCN module. As we show in Table [4] masking HSG-edges with dummy
features significantly improves predictive performance. As GatedGCN uses edge
gates to distinguish neighbors, the dummy features could help mark the super-
nodes and -edges as such. In contrast, the lower performance of GCN compared
to the virtual node implementations by [27] could be explained by GCN having
no mechanism to gate edges in contrast to GatedGCN. [27] update the virtual
node in a separate step, thus circumventing this issue.

5.3 Ablation studies

In this Section, we investigate multiple hyperparameters of HSGs to evaluate
their effect on predictive performance. We first observe how different coarsening
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configurations impact predictive capabilities. We further evaluate the impact of
feature imputation on model performance. Finally, we investigate the benefits of
HSG-adapted graph pooling.

Coarsening Configurations. We investigate the effect of different coarsening
configurations on a GCN-HSG model trained on Peptides-func. We show results
in Table 3] We observe only minor differences, as many configurations lie within
one standard deviation of each other. Here, the virtual node is outperformed
by METIS but performs marginally better than random coarsening. However,
as the model configurations in Appendix [C] indicate, in several cases, a virtual
node integrated into message passing outperforms a larger METIS-coarsened
HSG. We further observe a significant performance difference between METIS
and random coarsening. Section shows that random coarsenings have the
highest ANC and lowest effective resistance among HSG graphs, yet one can
observe a clear performance gap in Table [3] This may indicate that the graph
structure, that is preserved through METIS coarsening is relevant to predictive
performance.

Table 3. Average Precision of different coarsening configurations. The best-performing
configuration is marked in bold. (e) corresponds to a virtual node integrated into
normal message passing.

Coarsen config ~ METIS Random

(0.25,8)  68.71+£0.60 67.39 = 0.79
(0.5,8)  68.91 4 0.29 67.92 + 0.46
(o) 68.19 £ 0.62

Feature Imputation. We investigate the effect of different feature imputation
methods on the created nodes and edges of an HSG. We test different approaches
on Pascal VOC-SP with GatedGCN-HSG and on Peptides-func with GCN-HSG.
We show results in Table [d] dummy- denotes that nodes or edges only receive
a dummy embedding denoting their hierarchical position in the graph. impute-
denotes that the features of nodes or edges are imputed from their direct children.
Based on what the features represent, we impute them using the mean in the
vision dataset Pascal VOC-SP and the mode in the molecule dataset Peptides-
func.

GatedGCN-HSG trained on PascalVOC-SP profits from imputed nodes and
dummy edges. The dummy edges especially may help the edge-gating mecha-
nism in GatedGCN to distinguish real and hierarchical nodes. GCN-HSG trained
on Peptides-func exhibits no performance difference for edge imputation as the
GCN does not take edge features into account. This missing information could
be compensated by clearly marking hierarchical nodes with dummy embeddings.
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Table 4. Impact of super-node and -edge feature imputation for the PascalVOC-SP
and Peptides-func datasets. The best-performing configuration is marked in bold.

Pascal VOC-SP Peptides-func
impute-node dummy-node impute-node dummy-node

impute-edge 45.06 £1.06 44.19 £0.37 66.31 = 0.23 68.88 £ 0.86
dummy-edge 46.04 £ 0.59 43.81£0.95 66.04 £ 1.04 68.91 +0.29

Dataset

Adapting the Prediction Head. The HSG allows us to experiment with
additional graph pooling methods on graph-level tasks. In Table [§] we compare
the model performance when we apply global pooling and when we aggregate
only the node features of the highest HSG level H(%).

The results show that for ogbg-molpcba and Peptides-struct, only aggregating
the highest layer of the HSG significantly improves performance. Compared to
Peptides-func, both ogbg-molpcba and Peptides-struct only use a single virtual
node as HSG augmentation, which means that global information must travel
through the virtual node. Peptides-func is augmented with a two-layer HSG,
thus information can also travel through lower layers.

Table 5. Performance on three graph-level datasets comparing predictive performance
using global node pooling and top layer node pooling. The best configuration in each
column is marked in bold.

Pred. Head Peptides-func (AP 1) Peptides-struct (MAE |) ogbg-molpcba (AP 1)

global pooling 68.91 + 0.29 24.75 +0.12 30.14 £ 0.24
top layer pooling 67.30 £ 0.17 24.21 + 0.07 31.29 + 0.20

6 Conclusion

In this paper, we introduced Hierarchical Support Graphs (HSGs), an extension
of the virtual node concept designed to enhance message-passing in graph neural
networks by alleviating information bottlenecks. Through a combination of em-
pirical and theoretical analyses, we demonstrate the impact of HSGs on graph
topology and information exchange. Our experiments on common benchmark-
ing datasets further reveal that HSGs can achieve state-of-the-art performance,
surpassing methods that rely solely on single virtual nodes, and achieving a new
state-of-the-art on two datasets. In conclusion, HSGs offer a generalizable frame-
work for improving message-passing neural networks that effectively extends the
reach of information propagation without introducing substantial complexity.

Acknowledgments. The authors acknowledge Leo Widmer for his assistance in re-
solving the proofs in Appendix
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A Properties of Hierarchical Support Graphs

A.1 Proof of Theorem [3]

Proof. We denote the original graph as G with n nodes and m edges. We further
call GH the HSG-augmented graph. Clearly, for a constant coarsening ratio

r € [0,1), the number of nodes is the limit of a geometric series, yielding at most
n

1 nodes in GH. For a constant coarsening ratio, it is easy to prove that for

appropriate n the graph contains at most 2252

—logr

layers, yielding a graph diameter

of 2 l‘ﬁ;. Based on the number of layers, the number of edges in each layer is
at most m, yielding an upper bound (’)(mlog”),

—logr

A.2 Proof of Theorem [4]

Proof. We define r(i) to be the node reduction factor and ¢(i) to be the edge
reduction factor from layer ¢ — 1 to layer i. We write R(i) and C(i) as short
form for the cumulative contraction until layer 7 The average node degree in one
support layer H(® can thus be expressed as

C(iy)m+ R(i — )n+ R(i)n _ C(i)m
R(i)n R(i)n  r(3)

For this expression to have order (%) one gets

ri) =0 (%) (15)

m

C(i) < O(R(7)) (16)

If m = o(n), meaning for sufficiently large n the graph is disconnected, the bound
on 7 becomes r = Q(1).

B Random Coarsening of Erdés—Rényi Graphs

As shown in Appendix [A-2] the conditions for a useful coarsening are restrictive
in the coarsening ratio » and in the edge reduction factor c. In this section, we
investigate to what extent these properties are satisfied for a random coarsening
on an Erdés-Rényi Graph.

B.1 Proof of Theorem [5l

Proof. We employ the common notation that ~ denotes equality up to a multi-
plicative constant.

For clusters Ky, ..., K,., we calculate the expected number of intercluster edges
between super-nodes for i # j as

Ple(K; Kj)] =1~ (1—p)77 . (17)
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Clearly, in the next layer one has created a new Erdés—Rényi Graph with G(rn, 1—

(1- p)%?) We investigate the ratio of expected horizontal node degrees between
the new layer E[d(")] and the original layer E[d(%)]

EdV]  r(1—(1-p)7)
™~ p (%)

Given p = n™17% for a > 0, E[m] = (3)p ~ n'~*. Thus one finds the
necessary coarsening ratio

r:@<njm)=@(m;ﬁ%)=@a» (19)

As a result Equation [I8] becomes

(1-(1-p)7")

REZV TP ) pltel - (1—n 79 ) o 1 (20)
p

Thus, sufficiently sparse graphs can be coarsened with a constant coarsening

ratio.

For p=n"17% and o > 0 one gets 7 ~ n~ and finds

FL=(L=p)7) | iaa (g gyt (n®)
; (1-a ) (21)

For o = % the outer term becomes one, and the inner term converges to a
constant. We give the following lower bound for the other cases:

l—2a (1 (- n—1+o¢)(n2“)) > nl72 (1 — exp (—n~13)) (22)

We make a case distinction on o and first consider the case @ € [4,1). Since
a > % the exponential term goes to zero, meaning the lower bound diverges.
We next consider a € (0, %) By applying L’Hopital’s rule one can show that the
lower bound also diverges in this interval.

Finally, for % < a < 1 the outer n' =2 in Equation [21| converges to zero, while

the inner probability term can be upper-bounded by 1.

Thus, the average horizontal node degree in the next layer remains unchanged
up to constant factors only for p = ©(n~") and 8 € {3} U[1,00). For 8 € [0, 1)
the horizontal node degree goes to zero.

B.2 Proof of Theorem

Proof. Tt follows directly from Theorem [5] that values of 8 for which the hor-
izontal node degree diverges to infinity are not candidates for a node degree
preserving coarsening. By assumption, the average node degree with respect to
vertical edges must lie within O(;%+). As a result, all values of 3 for which
the node degree ratio as defined in Equation [18 does not diverge to infinity are
permissible. This yields the original statement.
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C Model Configurations

We base our implementation on the GraphGPS [26] codebase, and integrate the
coarsening approach from [36], which itself is based on the ClusterGCN imple-
mentation [7]. We reuse several useful code snippets from the codebases of [32127].
The models trained on the LRGB benchmark have less than 500K parameters,
while models trained on ogbg-molpcba are not constrained to a parameter limit.
In Tables [6] and [7] the row HSG node feats denotes whether the node features
of the created super-nodes are imputed or set to dummy edges. The same holds
for HSG edge feats. The pooling row only refers to graph-level tasks and denotes
whether standard global pooling or top layer pooling is used as introduced in
Section PE/SE denotes which positional or structural encodings are used.
LapPE denotes Laplacian Positional Encodings, and RWSE random walk struc-
tural encodings. All models are trained using a learning rate of 0.001.

Table 6. Hyperparameter configurations for GCN-HSG on all tested datasets

hyperparam. PascalVOC-SP COCO-SP Peptides-func Peptides-struct ogbg-molpcba

dropout 0.2 0.1 0.1 0.1 0.4
num. layers 10 14 6 12 4
embed dim. 140 200 235 105 1024

pooling - - global top layer top layer
head depth 2 1 3 2 1
coarsening () (0.05, e) (0.5, ) () ()

HSG node feats dummy mean dummy dummy dummy
HSG edge feats dummy mean dummy dummy dummy
PE/SE none none none LapPE RWSE
batch size 50 256 200 200 512
num. epochs 200 200 250 250 75
num. params 223K 475K 492K 164K 4.5M

Table 7. Hyperparameter configurations for GatedGCN-HSG on all tested datasets

hyperparam. PascalVOC-SP COCO-SP Peptides-func Peptides-struct ogbg-molpcba

dropout 0.2 0.1 0.1 0.1 0.4
num. layers 10 12 10 9 6
embed dim. 95 85 80 100 1024

pooling - - global top layer top layer
head depth 2 1 2 2 1
coarsening (0.05, o) (0.05, 0) (o) (o) (o)
HSG nodes mean mean dummy dummy dummy
HSG edges dummy mean dummy dummy dummy

PE/SE none none LapPE LapPE RWSE

batch size 50 256 200 200 512
num. epochs 200 200 250 250 75

num. params 473K 452K 348K 486K 31.8M
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