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Abstract Graph based models are used for tasks with increasing size and computational
demands. We present a method for node classification that allows a user to precisely select
the resolution at which the graph in question should be pretrained. Our method builds on
an existing algorithm for pretraining on coarser graphs, HARP, which we extend in order to
tune the effect of graph coarsening on the accuracy of node classification on a fine level. We
present a novel way of refining the reduced graph in a targeted way based on the node clas-
sification confidence of particular nodes. This enhancement provides sufficient detail where
needed, while collapsing structures where per-node information is not necessary for sufficient
node classification accuracy. Hence, the method provides a meta-model for enhancing graph
embedding models such as node2vec. We apply it to several datasets and discuss the differing
behaviour on each of them in the context of their properties.
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1 Introduction

Across a wide variety of applications and domains, graphs emerge as a domain-independent and
ubiquitous way of organizing structured data. Consequently, machine learning on graphs has, in
recent years, seen an explosion in popularity, breadth and depth of both research and applications.
While there have been significant advances in algorithms for learning from graph data [15/30], the
underlying graph topology has, until recent works [46J48], received much less attention. In the
reported research, we investigate the interplay of graph coarsening and the quality of its learned
embedding (as studied, for example, by [1I35]), which in turn entails an interplay between the
coarsening and the performance of a downstream task, in our case, node classification.

The main aim of this work is to explore the performance-complexity characteristics in the
context of graph learning, as introduced in [41]. Consider an undirected graph G with nodes V (G)
and edges E (G). The result of a repeated application of graph coarsening is a sequence of graphs
Go,G1,Ga,...,G, where Gg = (. Given a model M that operates on graphs, a performance metric,
and a complexity metric, the sequence Gg, G1, ..., G corresponds to points in the performance-
complexity plane, where advancing along the sequence generally hurts performance and decreases
complexity.
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This performance-complexity characteristic allows for a choice of a working point that is
optimal for the particular use-case. The choice of the working point, suitable performance metric
and complexity metric are subjective and depend on the particular use-case, downstream task
and the environment in which the model is to be deployed. In this work, the transductive node
classification accuracy on a testing dataset is chosen as the performance metric. For the complexity
metric, the number of nodes in the graph was chosen as it constitutes a good proxy for real-world
algorithmic complexity, as shown in [14].

While the methods proposed in the rest of this work may yield models and graphs with lower
computational demands than models using the original graph, the algorithm for finding the opti-
mal working point itself entails running the same complex models on multiple graphs, therefore
potentially offsetting any gains from the lower complexity of the model itself. To overcome these
potential shortcomings, the following options are considered:

— The optimal working point may generalize to datasets other than the one used for the performance-
complexity analysis, for example when collecting data from the same source periodically.

— The whole performance-complexity curve is not needed to choose the optimal working point.
In the context of this work, the graphs are evaluated in reverse order, i.e. starting with G. As
such, the evaluation only needs to be run until reaching a working point that is acceptable for
the intended use-case.

Further discussion of the performance-complexity trade-off problem is considered in [41].

2 Related work

The publication most relevant to our research is [11], in which the HARP approach is proposed.
Because we directly extend and modify this method, it will be recalled in some detail in Sec-
tion Other important works concerning graph coarsening are [1I8/13], which survey numerous
coarsening methods, [25], which presents results concerning scalability of graph coarsening, [10/22],
which establish coarsening as a basis for partitioning, and [34], which shows relationships of graph
coarsening to properties of the Laplacian. In view of the fact that the HARP approach is a mul-
tilevel approach, we paid attention also to the multilevel graph coarsening methods proposed in
[BI33149/51], among them [51] also being inspired by HARP.

In a broader context, our research is related to the more general topic of graph reduction,
which apart from graph coarsening includes also graph sparsification and condensation. A general
framework covering both coarsening and sparsification has been proposed in [7]. Graph condensation
is a more recent approach [26]27], inspired by the gradient matching scheme for the construction
of training datasets, called dataset condensation [52]: To a given original graph, it attempts to
construct a much smaller synthetic graph such that the gradients of the parameters of a considered
graph neural network with respect to both graphs match. Also of note is the recent work [28],
presenting an alternative coarsening approach for planar graphs and [32], which sparsifies not only
the graph topology, but simultaneously also the features of its nodes and weights of graph neural
network used for its embedding. Elaboration of graph coarsening methods in machine learning can
build on several decades of their successful application, such as pairwise aggregation, independent
sets, or algebraic distance, in numerical linear algebra [13], including in particular multilevel graph
coarsening [37147].

More recently, a connection of graph coarsening with another more general topic has been
addressed, namely with pooling in graph neural networks. In a framework presented in [20], pooling
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is viewed as a composition of three subsequent transformations: selection, in which the nodes of the
input graph are mapped to the nodes of the pooled one, reduction, in which the node attributes of
the input graph are aggregated into the node attributes of the pooled one, and connection, in which
the edges and possibly edge attributes of the input graph are mapped to the edges and possibly
edge attributes of the pooled one. This sequence of transformations is perfectly relevant also to
coarsening methods, as was in [20] demonstrated for the methods NMF [2] and top-K [9I19].

3 An overview of the HARP algorithm

Our work builds on the HARP method [11] for pretraining methods such as node2vec [2I] on
coarsened graphs. While HARP itself works with and modifies the graph structure, this is not the
main interest of its authors, who focus more on the classification accuracy for the original graph.
The sequence Gg, G1,Go,...,G is generated in HARP consecutively. Let ¢; denote this mapping
G; = ¢; (G;—1). Following [43], we restrict the definition of such a coarsening ; to only consist of
a series of edge contractions C C F (G). In an overview, the HARP algorithm first ahead-of-time
consecutively coarsens the graph. The method itself can then be executed by repeating the following
steps on the graphs from the coarsest to the finest (i.e., from Gy, to Gp):

1. Training on an intermediary graph. The graph embedding model is trained on G;, pro-
ducing its embedding @, .

2. Embedding prolongation. The embedding ®¢, is prolonged (i.e. refined) into ®¢, , by
copying embeddings of merged nodes. ®«._, is then used as the starting point for training on

Gi1.

i—1
The particular details of the coarsening and prolongation steps are further explained in [11].

4 HARP extension for flexible performance-complexity balancing

Graph representation learning methods such as node2vec typically have a large number of parame-
ters — on the widely used OGBN-ArXiv dataset (see [23]), the state-of-the-art node2vec model has
over 21 million parameters. At the same time, recent works in the domain of graph learning have
started to focus more heavily on simpler methods as a competitive alternative to heavy-weight ones
(see [17124]). As the authors of [11] observed, HARP improves the performance of models when
fewer labelled data are available. The proposed lower complexity models based on HARP could
also improve performance in a setting where only low fidelity data are available for large parts of
the graph. Coarser models could be trained on them, with a subsequent training of finer models
using only a limited sample of high fidelity data.

While the prolongation used by HARP is sufficient when used only as a means of pre-training,
the approach is far too crude when studying the relationship between graph complexity and the
quality of graph embedding as a single coarsening iteration can reduce the number of nodes to less
than half. In order to overcome this limitation, we present the adaptive prolongation approach,
which aims to replace the fixed steps defined by the used coarsening algorithm (such as HARP) by a
variable number of smaller “micro-steps”, each of a predefined size that can be chosen independently
from the underlying coarsening and its step size. The L coarsening steps are thus decoupled from
K prolongation steps, where K is independent of L. The prolongation steps are driven by the
interplay of the downstream task with the local properties of the underlying graph, enabling the
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method to produce embeddings with different level of granularity in different parts of the graph,
e.g. an embedding that is coarse inside clusters of similar nodes and at the same time fine at the
border between such clusters.

’ ¥
Prolong selected

contractions

Fully prolong

Ordering of .| Contraction set
>
Train & evaluate Order according V(Go) Select contractions affecting Corolong
downstream model to uncertainty nodes in the obtained order

Figure 1. A schematic explanation of the adaptive prolongation algorithm for obtaining the embedding V¥;
from \IfH_l .

Let us denote W, ..., ¥y the resulting embedding sequence. Similarly to standard HARP
prolongation, the algorithm starts with the coarsest graph G, trains a graph model to compute
its embedding ¥ and gradually refines it until reaching the embedding ¥y. These prolongation
steps are interlaid with continued training of the graph model, as in standard HARP. A description
of a single prolongation step from W¥,.; to U; follows, is schematically outlined in Figure (1| and
described in detail in Algorithm

The procedure keeps track of all the edge contractions that were made in the dataset augmen-
tation part of the algorithm and gradually reverses them. To this end, apart from the embedding

U, the set of all contractions yet to be reversed as of step i is kept as Cg), . 7C'(()i), with the initial

values C](-K) corresponding to the underlying coarsening ¢; as defined in Section

In each prolongation step, the embedding ¥, ; is prolonged to ¥; by selecting a set of n,
contractions Cprolong and undoing them by copying and reusing the embedding of the node resulting
from the contraction to both of the contracted nodes. To obtain Cprolong, nodes of Gg are first
ordered in such a way that corresponds to the usefulness of prolonging them. Subsequently, the
set Cl(-fﬂ), . ,Cézﬂ) is ordered to match this node ordering by considering the nodes that the
individual contractions affect. Cprolong is then selected by taking the first n, contractions. If

(i41) (i+1)
G

multiple contractions affecting the same node are available in the sequence C , one

is selected from CJ(-Hl) corresponding to the coarsest-level coarsening. The sequence Cg), e 7c(§"> is

produced from Cl(-jﬂ), ... ,Cé”l) by removing all of the edges contained in Cprolong-

To obtain an ordering of nodes of Gy based on the usefulness of their prolongation, the embedding
W, 1 is fully prolonged to a temporary embedding of the full graph, \Ilgemp. The downstream model
is then trained using this temporary embedding to obtain Y4, the predicted posterior distribution
of classes for each node in Gy (e.g. the output of the softmax layer of an MLP). The entropy of
this distribution is measured, representing the amount of uncertainty in the classifier for each given
node. The nodes are ordered based on the entropy from highest to lowest. This reflects the principle
that it is most useful to prolong those nodes where the downstream classifier is the least certain. For
downstream tasks other than node classification, the ordering would need to be defined in a different
manner (for example using labels, which are not available for all nodes in our case), however the
approach of prolonging the nodes about which the downstream model is the most uncertain can be
extended to other tasks.
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Algorithm 1 Adaptive prolongation

Require: Gy > The original graph
Require: Yirain > Training labels
Require: n, > The number of nodes to prolong
Require: ¥, ; > The previous embedding
Require: C(Liﬂ), . ,C(()Hl) > A list of all the contractions yet to be reversed
Ensure: ¥; > The next embedding
Ensure: CS), e ,Cé” > Updated contraction list without the prolonged contractions
node_order < GET_NODE_ ORDER(Go, Wiy 1, Yirain, C T, ..., C5)

Cprolong < SELECT _CONTRACTIONS(node_order,ny,C;

(0 )

W; < use Cprolong to prolong the embedding W;4 1

c ...

. . . i 1
,Cé” < remove contractions in Cprolong from Céﬁ )

..., eln

function GET__NODE_ ORDER(Go, ¥i+1, Ytrain, CSH), ... ,Cé“l))
W™ < use C<Li+l>, . ,Cé”l) to fully prolong the current embedding ¥; 41 to Go
model + TRAIN_DOWNSTREAM_MODEL(\I/ge"‘p, Ytrain)
Ypred < PREDICT(model, node) for each node € V (Go)
entropy__per_node < H (Ypred)
return V (Gy), sorted in descending order by entropy_per_node
end function

function SELECT CONTRACTIONS(ordered_nodes,n,, CS T ... c{™)
Cprolong — {}
for node € ordered_nodes, until |Cprolong| = np do
contraction < RESOLVE__CONTRACTION(node, Corolong, Co TV, ..., CST)
If contraction # null, add contraction to Cprolong
end for
return Cprolong
end function

function RESOLVE_ CONTRACTION(node, Cprolong, Co T, ..., C§Y)
contraction < null
for j € {0,...,L} do

contraction_candidate < find in

with j 4+ 1
if contraction_candidate € Cprolong then

return contraction

end if
contraction < contraction_candidate
node <— apply contraction to node, so that in the next loop, a subsequent contraction may be

selected

end for
return contraction
end function

> L.e. all steps of the original coarsening from finest to coarsest

C§i+1) a contraction that affects node, if not found, continue
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5 Experimental evaluation

The proposed methods were experimentally verified on 10 publicly available datasets. The datasets
Cora and CiteSeer [50] were used with the “full” train-test split as in [12]. In addition, 2 variants
of the Twitch dataset [42] with the hignest node count (DE and EN) were used. Five medium
sized datasets were also used, the PubMed dataset [50], the DBLP dataset [6], the IMDB dataset
[18] and both variants of the Coauthor dataset [44]. Finally, one large dataset was used, the OGB
ArXiv dataset [23].

The hyper-parameters for both the node2vec model used for the embedding training and the
multi-layer perceptron used for downstream classification were initially set to values used in prior
art (see [16123]) and then manually fine-tuned for each dataset.

The achitecture of the algorithm was identical accross all datasets, with the only difference being
in the values of the hyper-parameters, as listed in Table[I] For the Cora dataset, the node2vec model
generated an embedding in R'?® from 4 random walks of length 20 for each node with a context
window of size 5. The optimizer ADAM [29] was used with a learning rate of 0.01 and batches of
128 samples. The model was trained for 5 epochs and in each step of the adaptive prolongation,
100 nodes were prolonged, until reaching the original graph (the value of n, was calculated so that
the total number of training epochs would match baseline model training). The MLP classifier
using the embeddings featured 3 linear layers of 128 neurons with batch normalization after each
layer. Each layer was normalized using dropout [45] with the rate of 0.5. Finally, a linear layer was
used for the class prediction. For the classifier, ADAM with a learning rate of 0.01 was used for
30 epochs of training with the cross-entropy loss function. Dataset features weren’t used for the
classifier training as the aim of this work is to compare the embeddings. The experiment was run
10 times end-to-end and results averaged. The experiments were implemented using PyTorch [38]
and PyTorch Geometric [16].

Table 1. Hyper-parameter values used for different datasets

Hyper-parameter Cora CiteSeer PubMed DBLP Twitch IMDB ArXiv Coauthor

Embedding dimension 128 32 64 32 128 128 128 128
# of random walks 4 5 3 2 10 40 10 40
Random walk length 20 20 40 20 80 100 80 10
Context window size 5 5 20 5 3 5 20 5
Node2vec learning rate  0.01 0.01 0.01 0.01 0.025 0.01 0.01 0.01
Node2vec batch size 128 128 128 128 128 256 128 256
Node2vec epochs 5 7 1 1 5 1 1 1
# of MLP layers 3 3 1 3 2 2 3 2
MLP hidden layer width 128 256 128 256 64 64 256 16
Dropout rate 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
MLP learning rate 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
MLP epochs 30 80 300 300 500 100 300 100

In order to study the effect of adaptive prolongation, the method was used to assess the perfor-
mance of downstream transductive classification at different coarsening levels. For each prolongation
step, the intermediary embedding was fully prolonged to obtain an embedding of the original graph



Adaptive graph coarsening 7

G. A classifier was then trained with this embedding as input. This setup allows us to compare
classification accuracy at each step of the adaptive prolongation. Figure |2/ shows the results of this
experiment, compared with a baseline node2vec model (that is, without any coarsening or prolon-
gation) that was trained for the same number of epochs as the total epochs of the adaptive model
over all prolongation steps.

90%
80%
70%

60%

Classification accuracy

50% |- [1 DBLP B [ Coauthor-Physics

A0% [1 Cora | [ Coauthor-CS
[ CiteSeer — PubMed

30% [ ArXiv | — Twitch-DE
[ 1 Twitch-EN — IMDB

20% P EE—— — T

0% 50% 100% 0% 50% 100%
Node count Node count

Figure 2. Downstream classifier test-set accuracies at different steps of adaptive prolongation. Dashed line
shows the baseline node2vec model accuracy. The node count is taken relative to the total node count in
each dataset. The results are averaged over multiple runs, with the solid line representing the mean and
the shaded area denoting one standard deviation.

The behaviour of the model somewhat differs between the used datasets. For the Cora, CiteSeer,
DBLP, PubMed, ArXiv and Coauthor datasets, the model starts from a very low performance,
which quickly rises as the model trains for several prolongation steps. The model trained on
CiteSeer attains performance comparable to the reference model when approximately half of all
nodes are available to it. On the other hand, with e. g. Coauthor-CS, the model slowly approaches
the reference model for the whole duration of training, only reaching comparable performance
at a point where nearly the whole graph is available to it. Models trained on the two medium-
sized datasets, DBLP and PubMed, exhibit a different behaviour in that they briefly reach a local
maximum followed by a slight decrease in performance until finally approaching the performance
of the reference model in a manner similar to the models trained on Cora and CiteSeer. The ArXiv
dataset exhibits a similar behaviour to a lesser extent. A further discussion of this behaviour follows
in the later part of this section. The Twitch and IMDB datasets are substantially different, with
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very high initial performance and only small performance gains with increasing number of nodes
available, with different variants of it exhibiting this effect to a different extent.

To study the distribution of model properties, the results were evaluated at k-th deciles of
the node count of the full graph, for all possible values of k. At each decile, the performance
of the model was compared to the baseline node2vec model using the Wilcoxon signed-rank test
with the Holm-Bonferroni correction for multiple hypothesis testing. The hypotheses that the
models are equivalent with the baseline were rejected by the test at the 5% level of significance for
k€ {1,2,3,4,5}, suggesting that the adaptive prolongation approach is useful in situations where
at least half of the nodes is available.

In view of recent proposals regarding statistical validation of results in machine learning [3]
and to further compare the proposed model with the baseline, the results were also studied using
the stronger assumptions of Bayesian estimation. The comparison was done using the Bayesian
Wilcoxon signed-rank test [4] for 3 different widths of the region of practical equivalence (ROPE),
1%, 5% and 10%. The probabilities that the two models are practically equivalent are listed in
Table Of a particular note is the fact that at 60% complexity, the models have over a 99%
probability of being within 10 percentage points of performance and at 80% complexity, they have
over 99% probability of being withing 5 percentage points of performance. This shows that the
proposed method may offer a significant complexity reduction in exchange for a relatively minor
decrease in performance.

Table 2. The probabilities that the adaptive approach will be practically equivalent to node2vec when
compared on different fractions of the full graph and with different widths of the region of practical equiv-
alence.

Nodes 1% ROPE 5% ROPE 10% ROPE

10% 0% 0.3% 2.5%
20% 0% 0.8% 14.1%
30% 0% 1.7% 35.3%
40% 0% 5.3% 72.0%
50% 0.1% 35.3% 85.7%
60% 0.6% 62.2% 99.7%
70% 32.0% 84.7% 100.0%
80% 30.0% 99.9% 100.0%
90% 48.9% 100.0% 100.0%
100% 87.7% 100.0% 100.0%

When the models for DBLP and PubMed are studied more closely, both reach a local maximum
at around 14% of the graph, followed by a slight decline and gradual approach to the baseline. This
suggests a global structure in the data, which the model learns at the point of the local maxima.
To investigate this hypothesis and try to explain the behaviour of the model in general, several
graph measures were applied to the graphs generated during the adaptive prolongation algorithm
run. All of the measures were applied to the graph G; at each step in the prolongation process.

The measures used were edge homophily [53], node homophily [39], class homophily [31], ad-
justed homophily [40], balanced accuracy [40], adjusted accuracy [40], label informativeness [40],
and global assortativity [36].
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Table 3. The Pearson correlation coefficients of the relationship between 8 graph measures and the
classification accuracy accross the prolongation procedure.

Measure DBLP PubMed
Edge homophily 0.91 0.99
Node homophily 0.94 0.96
Class homophily 0.89 0.99
Adjusted homophily 0.91 0.99
Balanced accuracy 0.89 0.99
Adjusted accuracy 0.89 0.99
Label informativeness 0.94 0.98
Global assortativity -0.94 -0.38

The values of these measures were compared to the classification accuracy and a strong correla-
tion was found for the majority of them, as listed in Table |3] This suggests the explanation of the
graphs being heterophilic when very coarse (as could be expected), then reaching a point where the
global structure of the graph is in place and is then only refined in a local sense. Such a behaviour
may introduce nodes which have a different label than their neighbourhoods (a kind of noise in the
data), which is a possible explanation for the local optima in performance.

6 Conclusion

In this work, an extension of the HARP algorithm was proposed, which generalizes it from a method
for pretraining to a general graph reduction framework. A novel approach to prolonging graphs
in the HARP setting was presented that selectively prolongs the graph in a way that maximizes
performance of the considered downstream task under limited graph size. All of the proposed
methods were experimentally verified, with the headline result being that at about 40% reduction
in node count, the accuracy was still reasonably close to the accuracy on a full graph for most
datasets.

In future work, a direct way of tackling the outlined problem may be explored, along the lines of
our preliminary exploration in this direction [41]. The proposed approach constitutes of only a single
coarsening pass, in contrast to the double procedure of coarsening followed by prolongation used in
this work. As in this work, the coarsening procedure is viewed as a sequence of edge contractions.
This sequence is, however, determined by the performance of an auxiliary linear regression model,
providing a more realistic heuristic for the optimal way of gradually decreasing graph complexity.
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